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Abstract,

O

Efforts todefine the impact of programs have resulted in an
'important distinction between the statistical question of reliability
of effects and the measurement question of size of efficts. Pre-
seated here is a aiscussiOn of the size of effect question.'' The size
of any program effect, however, cannot be interpreted without first
knowing how.the general effect has been constructed from its components.
In this paper, the authors review points made in the literature on the
size of effect question and then focus on the more fundamental question
ofthe construction of an aggregate program effect.

1

In a mathematics'program, for example, the same aggregate effect
t be produced by alarge: gain i domputational'skills or by a

arge gain in understanding of mathematical concepts. 'Individuals or
schOol districts, however, may place a higher value on one of these
two areas. Similarly, an effect in an area to which considerable pro-
gram resources were devoted would have/different meaning than an effect
in an area to which no resources were devoted.

The selection or construction of measures af program effects (stars- .

dardized tests, for example) is thus a crucial issue im evaluation.

Clearly, a small aggregate effect on a test in witch all.parts are con-
sistent with the program goals has different meaning from a small

taggregate effect on a test which has only 50% overlap with the program
goals. . .

Standardized norm referenc ed tests are typically designed to
maximize individual. 'differences and are not necessarily well suited to
estimate program impacts. -Rather, tests should be chosen or constructed
On the basis of,the content or,goals of the prograto be evaluated.

. -

In a current...IRT study the content of, fourth.grada mathematics,
a method of describing content was 4eveloped.thTough an iterative process
Of analysis and classification of items ontandardized tests, beginning.
with the mathematics sections ,ofthe most widely used standardized tests:
the"Stanford Adhievement Test (SAT), the Iowa Test of Basic 'skills (Iowa),
the Metropolitan Achievement Test (MAT); and the Californiarest of
Basic Skills (CTBS). ;/.

- L/

Substantial differences, were' found among the standardized tests.'
On the Iowa, 40% of the items were story problems, comparedto 22% for,
the CTBS, for example: the,Atindaraized tests selected csA
interact with the:; content of instruction in ways that could produce
dramatically different aggregate estimates'of program impact.' '

Such analyses of tests and instructional materials lead to new
approaches in program evaluation. Test selection and construction can
be improved by attention to the content areas emphasized. Analysi of
materials can be used to provida a better match between inatriactioh and'
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evaluation. The analysis might alsp be extended to the content pre-
sented in programs, which might pro4'e useful for comparisons of

programs or for studies of progm implementation.

Once the content areas covered by a measure and the procedure
used to aggregate effects in these areas is understood, theyroblems
of size of effect must still be addressed.' But no sensible solution
can be offered until the aggregation in the outcome measure is better

understood.

5
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-'IMPACT ON WNAT?: THE IMPORTANCE OF CONTENT COVERED

by Andrew .C. Porter, 2,3
.William H.Sc'hmidt, Robert E. Floden,

and Donald J. Freeman

Introduction

'No

ik

,

. .,°

. When defining the impact of programs it is important tR distinguisP

between the reliability of effects (a statistical question) and the.size

of effects (a measurement Iuestion). Theatatistical question Ht al-

ready been adequately.
\
defined, "but the measurement question has not.

r

Traditionallye'ehe meastirement question has been stated: 4"What size

must a program effect attain to be practically significant?" Practical

significance, in turn; has beep deliberately)or'inadvertently equated

with various indices such its statistical significance,, strength of an

association, or standard deviation units. These efforts to define

practical significance, hoWever, disregard the fact that any program

effect is estimated with an-aggregate measure which cannot be interpreted

.1
,Paper presented at the 1977 meeting of the EvPluatio Research Society.
4'ihe authors wishto thank Jack Schwille'for his itel ful comments and

critique orlon earlier draft ?f this paper.. ,

The authors are senior researchers at the Institute for Research on
Teaching and members of the Outcome Measurement research group. In'addia
.tion, Andrew C. Porter is the,groupecoordinator'and * professor,of edu-

cational psychology. 'William H. Schmidt is tan associate profeitsor of
educational psychology, and Robert E. Floden as assistant professor of
teacher education. Donald J. Freeman is an associate professor of stu-
dent teaching and professional developmenp and a professor in the Univeiaity'
College, Student Affairs.
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without' firs'

cif this paper,

2

4

considering the components aggregated. ,The primary ficus
.

.
. '

.

theceforl,-is
t
the fundaMentalquestion-of the'compositiou

of An aggregate program effect. The analysis begins with a critical

6 review of efforts to define practical significance. It then fOcuses

on empirical unidimensionality and item-by-trelltment interactions,

. $ .

' two concepts which are central to the interpretation of aggregate

program effects.' he, paper concludes with anilltlistrative content'

/

analysis of standardized mathematics tests and a brief discussion of °
. t

how such content analypep arepignificant for the size of effects

problem. :

.1

Past Efforts to Define Practical Signifibancd

Four general problems with past attemAs to assess the size of
.

. ,.

A .
..

effect can be identified. First, many researchers confuse practical
. _

significanceogitOstatistical significance; nefAhr type of significance
, .

.
. implies the other. This confAion is perhaps the most ftequentiMisin-.

terpretation of the' size of program effects, In the behavioral sciences,
Co

this confusion may well stem from an historical preoccupation (th testy
.

ing the null hypothesis. Since the'results of tests for statilftical

significance are on a,dichotoffious scale'(significantor not), there is

little information immedidtely available to provide further "guidance.

Some investigators have attempted to squeez0 e extra meaning from sfgnifi--
A.

.
cance tests by reporting results'from "almost significiant" to "highly

significant." It is well. known,

hypothesis can be rejected. given

however, that any nontrivial null

sufficient precision of analysis. For

example, an F.teststatistic for differences of means hps sample size

8
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,

in its numerator and so can be manipulated quite independently ofIthe

effect being.investigated. In that sense, the null hypothesis can be

thought of is a "straw- man" (Kempthorne &Folksv 1974, p. 347) and

any failure to reject it as a Type. II etror., Evidence of statistical

significance, therefore,, is not sufficient to support policy.

Morrison and .Henkel (1970) have provided an interesting collection

of articles-dealing with the sig9ificAce test controversy, several of
1,

yhic4 comment directly on the important distinction between practical

i
7 q ..

.and statistical significance. ,While none of the articles provided an
.,.

-

answer for defining practical significance, it was pbinted. out thet
ft ; .-

, ,

value judgments are at issue in defining statistical significance as ,

.,
° . t ..

'well as in defining practical significance. In the case of statistical:

, s

significance, however, the value question isirebolved thlough convention

when the investigation agrees on one or two levels, of signifiCance.

In that same collection, Gold (1969) indicated a second difficulty

in defining the importance of an effect;I'the importance of an effect

'of.a given size may vary with its location on a scale. Different utili-
.

'_ties may be assigned to-a fixed increment at differentpoints on a scale.\---
(

Even for interval scale data, a ole unit effect maythave differentmean-.

,ing depending upon its location.alling the scale continuum. The posdibilitY(

of shifting ithportanCe was recognized 1png ago in another context when

Dalton (1920). seated that increments in incomehave progressively less

utility after the base income reaches a certain level.

Athird problem wifh'pasE attempts to define practical sighiftcance

I

ois that many size of effect indices are influenced by factors independent

4

of the utility of, an effecte Thus, single eqects'mayproduce widely

1
4
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varying values depending on factors such as populatiori heterogeneity,

and amount 6fmeasurement error. These difficulties plague even such
. . .

"scee free" estimates as measures of association and measures in
d

standard deviation units,
1

Many sugged1 that reporting an index of odiation which is

relatively insensitive to sample size will avoid the problems suggested'

'by equating statistical and practical significance. Eta squared, epsilon

squared, omega squared, and the Pearson correlation,have all'been used

in an-attempt to indicate the practicalimOortance,of observed. elation)

ships. A substantial body ofiterature has'evolVed surrounding the

r elative advantages and disadvantages of theae

1969; Friedman, 1968; Hays, 1963; Kennedy, 1970). -In practige, the 4

small differences among indices are probably Of little importance'

given the imprecision of the datafrom which hey are calculated.
:1

Furtherniore, the sampling fluctuationof the index is 'often"ignored4'
. .

' Most advoCates of m4asukessof association first ask if the relationship

4

is significantly different from Zero.' Once statistical significance:.

a*I

-.4

' 0

4

has been observed,' however, it is common practice to for get about J
. .

. . t... .:.
. .. ..

sampling fluctuations and interpret the point estimate of association .,
.

-
-.: ,

. .- .

as, parameter. rhus, rthe criterion foi importance is 10% pr more 4.
I

,
.

. 44 . I I $. P

of the variance accounted for, a Sample R of 40 or larger is:taken

'. .

to.meet the criterion.

. . 1

and.Hakstian (1969) have been criticil'Of all indices of

aSiocatOn, at leist for use in designs involving fixed effects They
. -"

express concern that researchers will be mis led, into interireting'a

' fixed effect as though it were random. To their conc ern should be

1 0 .i .-.... . ti
a .
. a

, I,. . . .
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-
.. .,

, , 0
,

added that tRe measures ofaseociation are all functions which deperd: '
,,

-..,_ .

upon the heterogeneity of.the population selected for investigatiONnd .'

.
.

.. .

v
AP

the amount of measurement error. in'the variables. Neither hetero-

tunelty'nor geasurement
4,

error ism likely to c9vary with practical

ts
. 0.gnifikance, hoFever defined. Clearly, then, defining practical

'significance in terms of an index of,'assodlation is potentiallymis-
o . .-.

, .. .O '
.

leading .
, .

..1 ., .

c., ,
. .,... ....

,
. ,

Even if measures of aSsociation,are useful for decidtng
6

what consti-
. . . ,

. ; ,

::- tutes a strong relationOipe this question' remains:,; "Row large must': fr r
4

ft ,
. -. . . n .

the index bee be,practically signtficanti" It is difficult fo decic%.., - -
.4 .

ids

p r.

4.

-
,

%
; . how much variance explained'

/
is sufficient to hArepractical value

i

...
, "- , ,

...

,.
,

( ,
' Oarti9plarly if the independent variable is qualitative with more than 0,_ ',NS -.'"' -

,
two Levelsi. In reference to estimates of aptitude by treatment inter-

''
,.

. . t. -

actions, CrOnbach and Snow (1977) assert that a':40 difference.etweed
., 0

:... 0

standardizedregression coefficients "seedis likely to be'61ehetically
. . .N . .

I
..

t
i important," as is "a difference between.trangfbrmed correlatiii coeffici4ngs ,

.
. > - . ,,

x . %,.
°

of .424" (p. 56). Whilethey provided-no subseantive raeionale for their
,

. . . . 3
'I'criteiion: they did add,the caveat that costs and utilities could4

.s

4

. . .

. warrant,specifying ,a greater or smaller effect size'! (0: 56);
i

.

,. . .-

.

,.Others mho distinguish practical significance from statistical signif- 4
,

C .'

icance hive turned 'to expressing effects imatandsrd deviation-units,
... ,. 0

0
0 0, Criteria such as .5 IF

more' standard deviations have been used when judging ,
s

-the.irdportance of findingsfrop evaluatiOns (e.g., Westinghousi Learning .
-....

-Corpoiation,.1969). In additiOn, standard deviation units have nearly).
't

:P..

. . - ,

, o t ,

universal application in defining the size Ofeffec to bd detected in

. ,' f.
A

D :

.

C
s
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'

'ael-(41.

1,9 7 7)

qua re r
.

\
- :

1 . .

power calculatiode (Brewer; 1972; Cohen,,1969: SubkoviaV& Levin,

.o.

6

o.

.,. . , t ,

But which 'standard deviation should be used? Should it,bethe
. . ' .

.

' f.

oot of the error Variance for testing the significance of an

effect and so perhaps differ from hypothesis to.hyi)othescs within a
-

. ,
s.\\

study/ Should it ke4the standard deviation defined odioldividuals-eveg

. . . : , A

when the unit of analysis' is some .aggrtgate of indivi*duals? Thero se and
. 4 , N ..

.

4
N ,, : -

A... . . .

similar- questions remain unanswered.' . . . ''
., .7.. ., .. . .. .. ..

Despite the diffitultieso most penpleconcernedwi th conducting .f'

. 4 . ,.: :
I evaluations agree'th'at an evaluator should decide fOr.him/herSeff 'Or

,
.

% N
4 his/her client) what. constitutes 'poetic-al Signqi.cance and Zteign.the -,

...

e, - ,

evaluation and report the results lsaccordingly(e.g., Bornch,. 1977). ,Of.

thethree proceaures for defining' practical significance lust reviewed; -'
,

'
.

. . ...

n es of association.provide the metric. least sensitiV,. to
1
facCors

... ' .

,

..../

conceptually unrelated to the sizeof a program effect;. in that sense,
-

21i

they seem best stied to the problem of defining practical significance.
' ' /-.

.

Thgardless of !metric, howevt. what constitutes an important effect.

c°.

.

in an evaluation Aependsoni valA judgments which may be mad in dikfer-
t.

. ,

ent was by different parties.
,

The fourth problem with previous attempts at defining pradtical

significance is pOor reporting practice that makes it difficult - if
4...

not impossible - to reasonably asseassthe utility'-of s programOeffect.

.w9hout access to the ofiginal data. The laCk of reported information

.about the compositions of an outcome 'measure forces the reader to accept

the' evaluator's. values Even wors..:, 't may be that the .evaliiplor is

,
nave e about the validity of'his measurei. Id reporting results, there-

)
. ...

.

f re, it seems reasonable to strive to present sufficiedt information
. .

..

1

,
.

S

I

I

".

ft

"

r
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about the variatIles so that others might exercise their own values when

interpreting the findings. .

Unfortunately, all of the methods, for defining practical signifi-

cancer considered thus
t

far facilitate the practice of reporting program

effects without providing information about the composition of tlie
,

depTdent variable. The extent of this reporting Oroblemis indicated

in Anderson's review of 130 articles (in the Journal of Education
4

Psychology and the American Educational Research Journal) from June

1964 to February 1971 in which one or more homemade tests of reading

comprehension were used:

Most investigators reported nothing about their tests beyond'
such rudimentary information as the number of items and the
response made. Several investigators did not hint that a test
was used until the analysis of variance was described, at which
point, the test was mentioned no more. One investigator char-
acterized his test in a single Sentence. "Criterion achievement
was measured by the final achievement test." (1972, p. 165)

7

Dimensionality of Achievement Tests

Aside from the four problems discussed above, the common practice

of thinking about the size of an effect in terms of an aggregate measure

is, in itself, likely to be misleading. An achievement test generally

assesses achievement in a number of content areas. Thus, identical

aggAgate scores on an achievement test do not necessarily reflect the

same level of achievement across all content areas. In a 'mathethatics

program; for example, the same aggregate effect might be produced byl

a large gain in either computational skills or understanding of

mathematical concepts. The values placed on each of these two areas

may differ,however. Similarly, an effect in an area to which consider-
,-

1
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_ able program resources had been devoted would haveAifferent meaning

than an'effect in an area to which no resources had been committed.

Yet, achievement tests (or at least subtests) are constructed to

be empirically unidimensional. For example, the mathematics subtests

of concepts, computation, and applications on the'Stanford Achievement

Test (SAT) Intermediate.Level I, Form A are reported to have internal

consistency reliabilities of .87,.91, and .93, respectively, when

given to beginning fifth graders. Evidence of internal consistency

. has-been taken.as evidence that all items measure a single trait;

this brings into question the utility of identifying subsets of items

(e.g.-, Goolsby, 1966). -There are at least two reasons why evidence of

afest's empirical. unidimensionality may be misleading as to the utility
.

of identifying subsets of items. -The-first reason stems from the defini-

tionrof empirical unidim ensionality; the second is a function of the

ways in which unidimensionality is estimated.

The empiricadefinition of unidimensionality calls for a large

-first factor on the item intercorrelation matrix. Thus, empirical

unidimensionality is a static concept specific to the time of test

administration and the population of respondents. 'Consider a population

of responderit5. and set of items that yield an item intercorrelation

matrix with &val off-diagonal elements. Suppose half the items require

division o4th4,remainder, half the items, require multiplication.of three-

digit nuthbers, and the population of respondents is beginning fourth

grade students. If experiencing an intervention were to uniformly re-

duce the difficulty of half the items -- for example, the intervention



p.

7
focused on multiplication of three-digit numbers and did not consider

9

division -- the only effect on the item intercorrelation matrix would

be to create a difficulty factor. The difficulty factor could be

avoided by use of tetrachoric coefficients (Carroll, 1961). Yet,

despite empirical unidimensionality (both prior to and after the

intervention), there is clearly a useful distinction between the
I

two subsgts of items. It is of interest, therefore, to ask whether'

a test iA unidimensional relative to an intervention, i.e., does an

intervention affect all item difficulties equally? Searching for

differential effects across items is analogous to searching for

aptiiude-by-treatmenuLeractions ( ATI's) and might be called the

search for item-by-treatment interactions (ITI's).

Most test data, however, are not confined to individuals receiving

a single intervention. In education, different students receive differ-

ent educational experiences, and these experiences may have different

effects across items. If a test is comprised of sets off items definedf'
by concepts such that the effect of an intervention is'cpstant within

'each set, and if the effects of interventions vary with less than- perfect

correlation across sets of items, the sets should be reflected in the

pattern-of item intercorrelation This effect on item intercorrelations

occurs because the intervention of ects contribute to both the covariance

and variance of items within a set b t not to the covariance of items

between sets. Since data from norm g ups of standardized tests would

seem to be a case in point, the act that they are reported to be

internally consistent still seems to challenge the importance of ITI's.

The apparent unidimensionality of standardized tests, however, may only

15



be evidence for the existence of a strong single dimension; not .for

10

the absence of content factors. If, in the situation just described,

items were arranged by concepts, the item ir.tercorrelation matrix

would, be a super matrix with submatrices on the main diagonal represent-

ing within-concept correlations. If ITI's are present, the diagonal

submatrices will have higher correlations than the off-diagonal suG-

., matrices, thus yielding a factor for each concept.. (The off-diagonal

submatrices could all be equal except for the effects of'varying item

difficultils.) The off-diagonal submatrices will also tend to have
If

positive correlations, however, because of individual differences in

4titude and the likelihood of positive correlations between intervention

effects across sets of items, due to the hierarchical nature of most

subject matter. The positive off-diagonal submatrices contribute to

a single common factor. Using the Spearman-Brown propheCy formula, the

more concepts included, the stronger the general factor. Furthermore,.

the fewer items per concept, the less clearly defined the second order

concept factors. Thus, evidence of an internally consistent test should

not be misconstrued as indicating the uselessness tn searching for ITI's

in evaluations using that test.

When defining practical significance, then, concern for describing

test content validity for an intervention and the possibility of ITI's

are both important. Those who hive been interested in the possibility

of item-by-treatment interactions have,for the most part, been relatively

unconcerned about constructing achievement tests to reflect the.con-

tent of interventions (Mandeville, 1972; Moonan, 1955). Recently, the

16



most visible interest in ITI's has been in the area of detecting bias

in existing tests (e.g., Cleary, 1968; Jensen, 1976).. -In this context,,

few interactions have been fctund, though.Gupta (1969) reported a sex

by item interaction for Step-Math 2A. Likewise, those who have called

\\for careful test construction to reflect the content of interventions

have not seemed particularly concerned with detecting item-by-treatment

-interactions (with the exception, maybe, of .Bastings, 1966).

As usual, actual 'practice has lagged welr behind recommended

practice. The call for program-valid achievement testing in evaluation

(e.g., Bloom, Hastings, & Madaus, 1971; Nunnally & Wilson, 1.975; Shoe-

maker, 1975) remains largely ignored. The goals of educationaldnter-

ventions are typically vague, making difficult the selection of content-

valid 4ependent variables. Even when program implementation is given

explicit attention, the content goals of the prograivare inadequately

considered. In the discussion of curriculum change by Fullan and

Pomfret (1977, p. 361), for example, theie was little analysis of con-

' tent goals (just one of five dimensions considered).

In a few notable exceptions, evaluations have included carefully

constructed program-valid achievement measures. Hively, Maxwell, Rabehl,

Sension, and Lundin (1973) provided a detailed account of their domain-

referenced evaluation of tJe MINNEMAST Project -- a modern mathematics

and science curriculum for elementary school. In that evaluation, the

authors make extensive use of item forms to represent domains. The

chapters in Part II of Bloom et al. (1971) also provide illustrations

9f content analyses on which program-valid achievement tests' might be

constructed. Finally, objectives-referenced test systems which are
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commercially available make it possible to construct tailor-made

achievement tests for a few subject matter areas (e.g., SOAR Field

Manual I, 1972). In more general terms, the concept of "universe-

defined" (Osburn, 1968; Hively, Patterson, Page, 1968) or domain-
.

4-";

referenced (Hively et al.,i973) tests -- wherecontent is made

clear through rules of construction -- olds-promise for meeting both

ITI and reporting concerns. r.

An Illustration Using` Standardized Test Content

The mainstream crf educational evaluation continue to rely on

standardized tests of achievement 'as opposed to tests constructed to

fit a particular need. These standardized tests are designekto

evaluate individual student differences on a rather amorphous national'

curriculum. The market is dominated by the Stanford Achievement Tests,

IoWa Tests of Basic Skills, California Test Of Basic Skills, and the

Metropolitan Achievement Tests. The methods for selecting one test

over another in any particular situation are not documented and remain

unclear. For the most part, it appears that these tests are used inter-

changeably, with frequent references Made to the high intercorrelation

among corresponding subtests. As noted previously, however, evidence

of intercorrelation (internal consistency) can be misleadingp.terms

of interchanging tests.

Despite frequent attacks on the use of standardized tests for

program evaluation (AiAsian & Madaus, 1976; Cox & Sterrett, 1970;

Shoemaker, 1975), the criticism remains on an abstract level. Far

too few careful 1.1nalyses of standardized test content have been completed --

k

18
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analyses which could demonstrate the link between test and program to
so'

be evaluated and'on which searches for ITI's could be based. Jenkins

and Pany (1976) analyzed,five standardized idading achievement tests

of word recognition at grades one and two and seven commercial reading

serigs. After observing differences among both tests and curricula

and an interaction between the two they concluded, "It appears doubtr

ful that conventional achievement tests can serve as unbiased estimates

of a curriculum's effect, at least at early grade levels" (p. 12).

While same questions can be raised about the construction of their word

lists, the possibility of4Stem-by-teeatment_interactions and mislead'

ing aggregate effects is supported. An analysis of standardized tests

and curricula for reading comprehension by Armbruster, Steven, and

Rosenshine (1977) also yielded differences between skills taught and

skills tested. The categories used for this analysis, however, seemed

to be more a function of the way in which test questions were asked than

the content of the text to be read. These categories did not isolate

vocabulary, sentence construction, sentence length, or complexity of

concepts, all of which are known to affect comprehension.

Developing a Taxonomy to Measure Content

As part of-our work on teacher decisions about the content of .

instruction, it was necessary'to develop a method for describing'

the variety of content taught in fourth grade mathematics. On the

assumption that the items in standardized .1 chievement tests of mathe-

matics at the fourth grade level should reflect that variety, an

iterative process of analysis and classification of items on the
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Stanford Achievement Test was conducted. The result of that content

analysis and classification was the development of a taxonomy (shown

in Figure 1 at the end of this paper). The taxonomy is a vehicle for

illustrating test content analyses and their usefulness for defining

pisctical significance and investigating ITI's.

The taxonomy provides an explicit description of the match

between the content of a program and the content of a test-used to

e'aluate that program. If an intervention addresses the content

implied by a subset of the taxonomy cells, ten those cells identify

item domains that should be included on a test of effects. If there

are hypotheses about transfer or concern for unanticipated negative

effects, item domains idotified by other cells in the taxonomy might

also be included. Again, the taxonomy would help to make such interests

explicit and so increase the precision with which they are addressed

in the evaluation.r-

Reporting the distribution of items across cells in the taxonomy
. .

should also be an-effective and efficient way to provide information

necessary to support value judgments about aize of effect. Further, .1

the taxonomy should be useful-in searching for.item-by-treatment inter-
*

actions which, if present, make interpretations of aggregate effects

difficult. To facilitate the estimation of such interactions, each

item domain should be represented by a set of items. The number of

items in a set need not be as large as suggested for reliability in

C
individual assessment, since item-by-treatment interactions are de-

fined on group means rather than individual scores. The standard error

of a group'mean is directly related to groupsize, and group size counters

the iinpact of low reliability due to.few items defining individual scores.
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Our taxonomy is defined by the'intersections of three
e
factors:

(1) mode of presentation (3 levels), (2) nature of the material

(13 levels), and X3) operations (12 levels). The intersectionsiof

these three factors results in 468 cells. In some respects the

taxonomy may appear to be unrealistically detailed, while in citltrs

it may appear to gloss over important distinctions. Our goal.was4to

provide a le-vel of detail.,sufricient for describing teacher decisions

about content of instruction. Clearly, the extent to which there are

similarities or differences in content between's program and a'test is .

a function of the, detail level of the description provided,' It is im-

portant to assume that our taxonomy is at 'a level of detail such that

instruction can be directed to some cells and not others. The taxonomy

has been reviewed by several teacheru involved in mathematics instruc-

tion in the elementary grades, and those reviews were generally supportive

of the assumption.

The first taxonomy factor -- Mode of Presentation -- distinguishes

between items which aresent essential information in graphs, figures,

tables, and those which do not. For those items which do not present

essential information in graphs, figures, or tables, a further distinc-

tion is made between items which specify the operation required for

solution and those which do not (e.g., the typical story problem).

The second factor -- Nature of the Material -- has several levels

which are not mutually exclusive but which are ordered in complexity.

In using the taxonomy, an item is classified at the highest appropriate

level of complexity. In using the taxonomy, an item is classified at

21
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the highest appropriate level of complexit. ascending order of

complexity, the levels are: (1) single.digits, (2) single and multiple

*digits, (3) multiple digits, (4) single fractions, (5) multiple fractions,

(6) deciinals,(7) percents, (8) alternative number systen'(e.g., Roman.

numerals, clock arithmetic); (9) place value, (10) number sentences,

(iv algebraic sentences,-(unknown quantities not isolated"by an equal 4

sign), (12) conversion from one scale of measurement to another, and

(13) keomdtric figures, -
The third factor -- Operations -- also includes levels which are

not mutually exclusive and again items are classiAed at the highest

level, of complexity appropriate.° Starting with the least cnmplex,

the levels'are (i) add, (2) subtract without borrowing, (3) subtract

with boer6wihg, (4) add or subtract fractions without a common denomina-
ti

tor, (5) multiply, (6) divide without remainder, ''(7) divide with remain-

der, (8).combination (more than one of the basic arithmetic operations),

(9) grouping (use,of parentheses), (10) identify equivalents (e.g.,

select the figure with 11 fourth of its area shaded),

(e.g., number series problems), (12)'identlfy terms

lary).

Classif in: the Content of Standardized Tests

(11) identify rule

(ersen+Aally voCau -

The popularity of standardized tests for use in program evaluation

makes knowledge of their content inTortint. To that.end-and to further

illustrate the possibility, of treatment-by-item interactions on presum-

ably unidimensional tests, our taxonomy has beenused to classify

fourth grade mathematics content on the four most widely used standardize

22
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tests: the Stanford Achievement Test (SAT), the Idwa Test of Basic

kilics (lows), the Metropolitan Achievement Test (MAT), and the

lifornia Test of,Bas ic Skills (CTBS)*
.

The items in4the mathematics subtests at the'fourth grade level

for alnfour standardized test batteries were independently classified

by three of the ;authors. '4siuming that Agreement between two out of

, three raters makes an item Classifisiale, 98% of all the items could
.

be classified. Inter-rater reliabilities Are reported in Table 1 by

.

test battery, subtest, and dimension of the taxonomy. Only those

items on the Study Skills subtests pertaining to mathematics were

classified. The' cell entries represent percent of possible pairs of

raters agreeing; for each item, all three raters agreeing counted as

thiee out of three possible pairs and- two raters agreeihg counted as

one out of three. Entries in.the columns iabeled'C of Table 1 represent

agreement as to the exact cell in the matrix. As might,be expected,

the comput&tion subiestgawere described With the greatest' accuracy --

907. or more agreement at the exact cell level. The concept& subtests

4

contained items most difficult to Bescribe using the taxonomy, with
. .

exact cell agreements near 60%. The four tests were nearly equ'lil in7

Iowa Tests of Basic Skills (1971); Level 10; Tests M-1, M-2, and
appropriate items oa W-2.

o

Metropolitan Achievement Tests (1970); Elementary Level; Tests 5, 6, & 7.

Stanford'Athievement Tests (1973), Primary LevO. III (3rd Grade), Inter-
mediate Le70774th grade); and Intermediate Level IL (5th grade); Tests

4, 5, & 6.

.
California Tests of Basic Skills (1968); Level II; Tests 6'& 7.
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.".

the extent to which they could be accurately'described;,ilit:OWAwast-
7

,

a slight exception, particularly since it did not :Contain'a subteit
..

voted to computation.

. The percentages of items in each test battery at all levelsof

.,

every dimension are presented in-Treble 2. For these data, an item.
it; 0 .0.

was classified by reviewingthe ibndependentldeCisions of'the three
,

.....0..
, .

raters and-resolviqg disagreements tolthe. raters' mutual satisfaction.

a

,-

The reliabiritiei reported in Table 1 represent, therefore, a strong

lower bound to that for data in Table 2..° In one sense; the datain

c
Table 2 may be misleading in:that,the percentaies ,reported for the

.....

marginals_of theetaxonothy could be in a eement and still there would

be ho overlap in classification Of items from theclifferent'tests'at

. 7%.
Y

. ,
. .

. .the cell level., To the extent, that differences occur on the marginals,
, v ..

's
,.

- however, the tests do differ in content and at a rather low..level of .

. .
. .

4

0

4

detail.

6 /

4
, ,

For 'mode'mode ot presentation, three'of the four testi appeared quite
.

, .7

similar, but the Iowa had a substantially larger proportion of items

where essential information was pTesented in the form of graphs, figures,'

and tables. Thi's difference was due, in part, to the absence-of a

cothputatio n 3ubtest on the Iowa bUt not entirely, since the raw number

.

of such items was considereably greater as well. With the:exception-

of the Iowa,. roughly 20% of the items involved graphs, figured, or
C-

tables, and a'little less than a third of the items-required the

respondent to figure out the necessary operation (for the most part,

story problems).

24
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On the twIture of materials, there were more similarities than

' differences among the four test batteries.. Sall:, 'sothe important

Is
,differencei existed. For example, the subtotals for the three levels

irivolving whole numbers'varied from 39 - 66% with the SAT having the

highest, percentage. Other frequently-represented leyeli, were algebraic

sentences, 'at'roughly 10%, and essential units of measurement, which

ranged from a lowof 7% on the SAT to a high of 15% on die. MAT. Per-
,

% s

cents,alternative number systems, and geometric figures were not eM-

phnsized on any of the tests. '(To provide a better understanding of

these differences it. must be'peinted out that for the SAT, a percent

a

is abOuti.9 of, an item: -Fullther, an item is equivalent to approxi-
!,

mately .2 of.a grade equivalent near the middle of the norm distribu-

tion on the SAT math subtests.'

-

On the operations factor the tests were quite similar in the

percentages of items involvingoubtract without borrowing (67. - 8%),

add or subtract fractions without a.commoh.denominator (0% - 27.),

divide with remainder (1%), and combinations (6% - 8%). For the re-

maining levels there Were widest to strong differences among the tests.,

The MAT, for example, had 21% addition items, which was about eight
.

percentage points more than the other tests. The Iowa-had at least

five percentage points fewer-multiplication items than did the other

tests. Grouping Was tested by the SAT but not at all by either the

MAT or the CTBS.
I

To provide some sense of how the tests varied in content across

grade levels, the third and fifth grade levels on the SAT were also

analyzed. The results are reported in Table3 and are based on resolu-
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tion of any disagreements between two independent rateYs,.both of

whom were al*so raters for the data in Table 2. Thepercentage dis-

tributions of itemsacross" mode of preseritation levels remained

A

nearly identical from the, third grade, level to the fifth giadeelevels

Under nature of material, the percentages for 'items claissified' as

.

single digits and-place value decreaseil while the percentagessin-

0 creased for items .Flassified.as fractions, decimals, and percents.

.'Surprisingly, the percent of items .classified as algebraic pentdnees

held quite: constant at aPpioxiMately 10%.

The data in Tables 2 and 3 represent desbriptians of mathematics .

content Escros all subtests us'.og only thd ma itals 'of the taxonomy.

The data in Figure 2 represent item distributions'across the cells of

the taxonomy for the Concepts subtest of the SAT and the MAT. The X's
4

. .

in the uppei half of each cell fepresent items on, the SAT, and the O's'

' in the bottom half of each cell represent items.on the MAT. Across the

-two subtests, items fell into 47 different cells. Of those 47 'cells,

however, only 7 - 157, were common to both tests.. While the cell level .

analysts was most dramatic, sizable differences were reflected in com-

pariions on the marginals. For example, 12% of die MAT items were

classified' Operation Not Specified, while there were no such items on

the SAT. Twenty-three percent of the MAT items involved essential

units of measure while only 6% of the SAT items were classifiefi at

that level. The SAT had Larger percentages of items classified as

grouping, (67 comparei to 07,), identify rule ,(19% Compared to 77,) and

and identify term (24 compared to 12 %).
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It is clear from these coAent analyses that a total. score on any

one of the subtests considered represents an aggregate across content

areas; these aggregates might well vary in their sensitivity to ari/

given mathematics intervention. It seems reasonable that a similar

content analysis of a program to be evaluated would yield hypotheses

4
about_Potential item-by-treatment interactions. Furthermore, there

is sufficient variance in content across tests so that some are more

'likely relevant than others for assessing the effects of argiven inter-

vention. Finally, a taxonomy efficient method for communicating to

those reading-evaluation reports the information prerequisite to de-

ciding what constitutes practical significance.

Summary

Defining practical significance in program evaluations is a diffi-

cult measurement problem which can only be solved by an intimate famili-

arity with:the measures on which effects are estimated and their con-

tent relationship with the goals of the program being evaluted. Past

attempts to provide general solutions to the size of effect problem have

4
relied on standal.dized indices which can be estimated and reported with-

',

out any knowledge of What was measured. For this reason, these efforts

are viewed here as steps in the wrong direction. Instead, what is

called for is a procedure whereby the content goals of the program, the

content implied by a test, and the interrelationship between the'

two are made explicit. The procedure should investigate treatment-by-
,

item interactions and at the same time, describe the measures used so

that, persons other than the eyaluator can reach their own decisions about

practical significance. The taxonomy of fourth grade mathematics illus-

27
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trated the possibility9of obtaining better knowledge about variables

on which piogram effects are estimated. A detailed description of

the mathematics sections of ths four major standardized tests -- ob-

tained with the taxonomy -- indicated rather substantial differenceg

in content tested. From the analyses, it was clear that the standardized

%

tests are not well suited to the task of estimating item domain by

treatment interactions, as most cells in the taxonomy were represented

by only one or two items.

ti
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Computation Concepts

Inter-rater Agreement *
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Solving
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1
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1

D
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C I
1

D
2

D
3

C

.

D
1

D
2

D
3

C
cell
average

SAT 100 98 93 92 94 79 83 63 97 86 93 78 100 :83 83 83 79

MAT 100 92 98 90 85 88 73. 64' 100 82 94 78 77.3

IOWA 81 84 70 54 83 90 98 78 100 82 .%58 50 60.7

CTBS 100 .99 99
. ,

99 91 87 89 73 100 80 93 75' 100 82 71. 69 79.0

cell

average

4

93.7 63.5 77.3 67.3

p.

Entries are percent of possible pairs of three raters agreeing

D
1
mode of presentation

D
2

nature of material

D
3
operations

C cell of the matrix
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Table 2

ITEM DISTRIBUTIONS FOR EACH FACTOR ACROSS TESTS *

FOURTH GRADE LEVEL

I. Mode of Presentation

29

,IOWA MAT SAT CTBS

-, graphs, figures, tables, etc.

- operation(s) specified
- operation(s)not specified

43
29
29

15
52

32

21
53

27

19

59

22

(N=84) (N=115) (N=116) (N=113)

II. Nature of Material

- single digits 12 15 20' 2
- single and multiple digits 12 20 23 18
- multiple digits 4 19 22 19
- total -- whole numbers 47 54 6( 39
- single fraction 6 4 5 7
- multiple fractions 5 3 - 1 .7
- decimals 6 5 , 4 10
- percents - - 1 6
- alter. number systems - 2 1 -
- place value 8 3 5 4
- number sentences 6 1 2 -
- algebraic sentences 8 10 8 12
- essen. units meas. 10 15 7 11
- "geometric figures 2 3 3 2

**

III.

- other

Operations

1 1 -
g
2,

t
.

- add 12 21 if 13 14
- subtract w/o borrowing 8 8 6 8
- subtract with borrowing 11 11 6 5
- add or subtract fractions

W/o common denominator 1 - - 2
- multiply ....

11 19 16 17
- divide wkrebainder 6 9 15 14
- divide witg remainder 1 1 1 1
- combination 8 6 7 7
- grouping 2 - 5
- identify equivalents 20 18 16 15
- identify rule (order) 11 3 9 12
- identify terms 8 5 6 4

* entries are percents

** This does not represent a level of Nature of Material, but rather the perwdnt
of items on each test that could not be

.
fit into the taxonomy.
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Table 3

ITEM DISTRIBUTIONS FOR. FACR FACTOR ACROSS GRADES

'STANFORD ACHIEVEMENT TEST

307 4th 5th

I. Mode of Presentation

e .

- graphs, figures, tables, etc. 18 21 18

- operation(s) specified 59 S3 55

- operation(s) not'specified 23 27 28

II. Nature of Material

- single digits

- single and multiple digits

- multiple digits
- total -- whole numbers

- single fraction

- multiple fractions

- decimals
- percents
- alter. number systems

place value
- number sentences
- algebraic sentences
- etsen. units meas.
- geometric figures

other

ill. Operations .11

(N-96)

26
22

13 .

60
4
-

-
1.1..te

. . ''.:

1!...1..

.4. AN
'41

- add

- subtract w/o borrowing

- subtract with-borrowing
- add or subtract fractions

w/o common denominator

13.

0 10

h.,

).-9
-

- multiply " 17

- divide w/o remainder 10

- divide with remainder
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- identify equivalents 18

- identify rule (order) 7
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